Number 3 - March Volume 20 2014 Journal of Engineering

Spatial Prediction of Monthly Precipitation in Sulaimani Governorate using
Artificial Neural Network Models

Prof. Dr. Rafa H. AL-Suhaili Rizgar A. Karim
Prof., Civil Eng. Dept., College of Eng., University of Asst. Lec., Dam and W. R. Eng. Dept., Faculty of Eng.,
Baghdad, Iraq University of Sulaimani, Iraq
Email:rafaalsuhili@yahoo.com Rizgar_Karim@yahoo.com
ABSTRACT:

ANN modeling is used here to predict missing monthly precipitation data in one station of
the eight weather stations network in Sulaimani Governorate. Eight models were developed, one for
each station as for prediction. The accuracy of prediction obtain is excellent with correlation
coefficients between the predicted and the measured values of monthly precipitation ranged from
(90% to 97.2%). The eight ANN models are found after many trials for each station and those with
the highest correlation coefficient were selected. All the ANN models are found to have a
hyperbolic tangent and identity activation functions for the hidden and output layers respectively,
with learning rate of (0.4) and momentum term of (0.9), but with different data set sub-division into
training, testing and holdout data sub-sets, and different number of hidden nodes in the hidden layer.
It is found that it is not necessary that the nearest station to the station under prediction has the
highest effect; this may be attributed to the high differences in elevation between the stations. It can
also found that the variance is not necessary has effect on the correlation coefficient obtained.

Keywords: ANN models, monthly precipitation data, weather station networks, prediction, spatial
distribution of precipitation.
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1. INTRODUCTION:

Prediction of precipitation is essential in
most of the hydrological studies and water
resources systems design, construction and
operation. Weather stations that cover a relatively
large area are distributed spatially to reflect the
aerial distribution of hydrological variables such as
precipitation. When the number of weather stations
is large; sometimes measurements in one or more of
the stations are not available and need to be
accurately predicted. Prediction of those missing
values could be done by one of the available
approximate method in hydrological science, such
as arithmetic mean method, isohyetal method and
thiessen method. However all of these methods are
approximate. For more accurate prediction of the
missing values in one or more locations of the
weather station network, the ANN modeling is
expected to produce these more accurate
precipitation values.

Belayneh and Adamoski, 2012, had
modeled the standard precipitation index in Awash
River basin of Ethiopia using three data driven
models. Their study compares the effectiveness of
these three data driven models, artificial neural
networks (ANNS), support vector regression (SVR),
and wavelet neural network (WN). These models
were compared using Root Mean Square Error
RMSE, Mean Absolute Error MAE and
Determination Coefficient R%. The results indicate
that the coupled wavelet neural network (WN)
model had produced the best results; however the
ANN model had also performed well.

Luk et al., 2000, had used ANN modeling
to model rainfall temporal and spatial distribution.
Different lags and different numbers of spatial
inputs were used to produce different ANNS
models. These models were developed for the upper
Parramatta River catchment located in western
suburbs of Sydney, Australia. The normalized mean
square error (NMSE) was chosen as the
performance indicator. One important conclusion
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Obtained from this study is that the best performed
network was lag-1 network with input from the
eight nearest neighboring gauge stations.

Bustami et al., 2007, had used ANN
models to predict missing readings of precipitation
and water levels in the Bedup river catchment in the
state of Sarawak, Malaysia. Back propagation ANN
model was used for this purpose. The obtained
accuracy of prediction of precipitation and water
level in this basin are 96.4% and 85.3%
respectively. Those results show that ANN is an
effective tool in prediction of missing precipitation
readings and water levels data.

El-Shafie et al., 2011, had developed a two
rainfall prediction models for rainfall in Alexandria,
Egypt. These models are ANN model and Multiple
Linear Regression MLR model. The rainfall
prediction was developed for annual and monthly
basis. Comparison of results obtained by the two
models was conducted using Root Mean Square
Error  RMSE, Mean Absolute Error MAE,
Coefficient of Correlation R and BIAS. The Feed
Forward Neural Network FFNN model has shown
better results than the Multiple Linear Regression
MLR model. The non-linear ANN mapping tool
was found more suitable for rain prediction than the
linear nature of MLR model. They concluded that
more detailed studies are necessary due to
uncertainties inherent in weather forecasting and
efforts should be addressed to the problem of
quantifying them in the ANN models.

Luk et al.,, 1999, had applied the ANN
models to forecast spatial distribution of rainfall for
urban catchment area. Three alternative types of
ANN models were used with different multilayer
feed forward neural networks. These models were
found to provide reasonable prediction of spatial
rainfall. They found also that all of the three types
of networks had comparable performance.

Dozier, 2012, had investigated the influence of
spatial variation in precipitation on artificial neural
network rainfall — runoff modeling. An Elman-type
recurrent ANN was trained to simulate observed
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stream flow for Fountain Creek at Pueblo, CO,
using varying amount of spatial precipitation
information. They found that spatial variability in
precipitation data allows the ANN to achieve better
performance.

There have been a number of reported
studies that have used ANN to solve problems in
hydrology. For example, French et al., 1992, used
an ANN model to forecast rainfall for a catchment
with artificial rainfall inputs, while Hsu et al., 1995
applied an ANN to model the rainfall-runoff
process. ANNSs have found increasing use in diverse
disciplines ranging over perhaps all branches of
engineering and science ASCE 2000a, b; Maria et
al., 2005, cited in Hsu et al., 1995. Such methods
motivate the researchers to utilize in ANN modeling
several applications. For example, El-Shafie et al.
2010,a reported an application of utilizing Adaptive
Neuro-Fuzzy Inference System ANFIS for under
water tracking Global Positioning System (GPS)
sonobouy. In addition El-Shafie et al., 2010b,
introduced the Radial Basis Function Neural
Network (RBF-NN). ANN has also been used in
water resources engineering over the last decade.
These include flood forecasting Garcia 2002,
Wright and Dastorani, 2001, rainfall-runoff
modeling ,Tokar and Johnson, 1999, Sobri
Harun et al., 2002, Thurumalaiah and Deo, 2000,
streamflow prediction ,Dolling and Varas 2001,
Dastorani and Wright 2002, Wright et al., 2002,
water level prediction Patrick and Collins, 2002,
Huang et al., 2003.1brahim, 2012, had used ANN
models coupled with wavelet model to forecast the
monthly municipal water consumption of Kirkuk
city, Irag and Madison city, USA, he observed that
the use of such model had increased the correlation
coefficient from that obtained using SARIMA
model. Saoud, 2009, had used ANN model to
model spatial water quality parameters in AL-
Hammar marsh, lIrag. Al-Suhaili and Ghafour,
2012, had used ANN model to predict sodium
adsorption ratio for Tigris river in Amara city.

In this research an attempt is made for using the
ANN modeling to predict the monthly precipitation
in one or more weather stations from the real
measurements at the other stations. The case study

Volume 20 2014

17

Journal of Engineering

adopted here is the monthly precipitation values in
Sulaimani Governorate weather stations network.
This network has eight weather stations distributed
over an approximate area of (17023 km? or 6572.96
mil’). Table 1 shows the names, Latitude,
Longitude and elevation of these stations. Figure 1
shows a Google map of the locations of these
stations. Table 2 shows the approximate distances
between those stations. The available records of the
monthly precipitation in these stations are for eight
years 2004-2011, moderate of Agro-meteorological
Center - General Directorate of Agricultural,
Ministry of Agriculture, KRG. Table 3 shows the
descriptive statistics of these records.

2. ANN MODEL DEVELOPMENT

As mentioned above the ANN modeling is
used to predict the monthly precipitation in any of
the eight stations in Sulaimani Governorate as
output variable using the monthly precipitations at
the other stations for the same month as input
variables.

ANN modeling techniques are well known
by now and proved its capability to model different
engineering problems. This modeling technique can
represent the non-liner relationship among the input
and output variables. It consists of a grouped
neurons or nodes in layers. The input layer neuron
represents the input variables, while the output layer
nodes represent the output variables. In between
these two layers there exist hidden layers with a
certain number of hidden nodes. The nodes between
the layers were interconnected by weights. The
input layer nodes receives the input values and
transmit it’s liner weighted combination with a bias
term to the hidden nodes, where it is processed with
a suitable activation function to produce an output
from each node in the hidden layer. These outputs
will combine using weights between the hidden
layer and the output layer which is received by the
output layer nodes, and processed by an activation
function to produce outputs. The process explained
above is called feed-foreword.

In ANN modeling the set of data require is of the
input variables and corresponding output variables.
In order to find weights of the model the network
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should be trained using a partial set of the data,
hence the original data set is to be divided to
training, testing and hold out sub-sets. The training
process is performed by using the training sub-set
and assuming weights. The input data is subject to a
feed-foreword process to produce output data using
the assumed initial weights. These output are
compared with the real output and errors are
estimated. These errors are used to adjust weights
using certain algorithm such as back propagation
(BP). Fig. 2 shows three-layer ANN architecture.

The ANN modeling is applied for each of the eight
weather station monthly precipitation prediction in
Sulaimani Governorate, using SPSS (version 19)
software. For each model many trials are adopted
for the division of the data set into training, testing
and holdout data subset. Also many trials are
adopted for the selection of the number of the
hidden nodes in the hidden layer. The trial that
exhibits the highest correlation coefficient between
the predicted and the measured monthly
precipitation is selected. Table 4 shows the final
results of the selected ANN models for the eight
weather stations at Sulaimani Governorate. For all
these ANN models the selected activation functions
for the hidden and the output layers are hyperbolic
tangent and the identity functions respectively with
a learning rate of 0.4 and a momentum factor of 0.9.

The selected models shown in table 4 above
are used to predict the monthly prediction values
and compare them with the real measured values.
Fig. 3 shows these comparisons which indicate the
capability of the models to predict the monthly
precipitation values with excellent accuracy, the
correlation coefficients shown in Table 4 indicates
this high accuracy of prediction ranging from (90%
to 97.2%).

Fig.4 shows the normalized importance
analysis of each variable (input variables) on the
output variable. Comparing Fig. 4 results with the
distances between the weather stations shown in
Table 2 indicates that it is not necessary that the
nearest station has the highest effect on the station
under prediction. This may be attributed to the fact
that the difference in elevation between these
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stations is high as shown in Table 1. Table 5 shows
the normalized importance analysis in descending
order with the distance and elevation of each related
stations.

3. CONCLUSIONS:

The following conclusions could be deduced
from this research.

The ANN model can provide a good

prediction models for predicting the
monthly precipitation values for eight
weather  stations in  the Sulaimani

Governorate with correlation coefficient
ranged (0.9 to 0.972).

Comparing Tables 3 and 4, it is found that
it is not necessary that the data set of the
highest variance produce the lowest
prediction correlation coefficient.

The network can utilized the hyperbolic
tangent and identity activation functions for
the hidden and output layers respectively,
with learning rate of 0.4 and momentum
term 0.9, to produce good prediction results
but with different data sub-set division, and
different number of hidden nodes in the
hidden layer.

The normalized importance analysis
indicates that it is not necessary that the
nearest station has the highest importance
on the value of precipitation of the station
under prediction. This may be attributed to
the effect of the high different in elevations
of the stations.

The equations developed can be used to
predict any missing precipitation value in
any of the eight stations with good
accuracy.
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Table 1. Names, latitude, longitude and elevation of selected weather stations.

SN Name of weather station Latitude Longitude El(z\r/T?;:gm
1 Sulaimani 35°33'20.56” N 45°27' 11.61" E 879.65 m
2 Dukan 35°57'07.15" N 44° 57 29.48" E 5145m
3 Darbandikhan 35°06' 27.75" N 45°41' 03.10" E 512m
4 Penjwin 35°37'03.71" N 45°57'13.12" E 1282.60 m
5 Chwarta 35°43' 00.89” N 45°34' 12.35" E 1153 m
6 Halabjah 35°10'57.95" N 45°58' 48.25" E 686.4 m
7 Bazian 35°36' 00.03" N 45°08' 13.13" E 819.3m
8 Chamchamal 35° 31’ 58.88" N 44° 50’ 02.66" E 708.96 m
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Figure 1. Google map of the locations of the selected weather stations at Sulaimani governorate.

Table 2. Approximate distances between selected weather stations of Sulaimani governorate in

(km)
Name of 5 c = = £ S c &
Weather % '5‘35 § f_—% E‘ s <_'§ g % g
Station 3 a g e S = o 5
Sulaimani 0 62.76 54.00 45.88 20.85 63.36 29.17 56.10
Dukan 62.76 0 11473 | 97.10 61.20 | 125.85 | 42.00 47.90
Darbandikhan | 54.00 | 114.73 0 61.40 68.68 28.36 73.98 90.57
Penjwin 45.88 97.10 61.40 0 36.53 48.22 7415 | 102.12
Chwarta 20.85 61.20 68.68 36.53 0 69.73 41.30 69.90
Halabjah 63.36 | 125.85 | 28.36 48.22 69.73 0 89.50 | 111.05
Bazian 29.17 42.00 73.98 74.15 41.30 89.50 0 28.41
Chamchamal 56.10 47.90 90.57 | 102.12 | 69.90 | 111.05 | 28.41 0
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Table 3. Descriptive statistics of the available monthly precipitation records of the weather stations
network in Sulaimani governorate, 2004-2011.

Nt @} Standard . . .
Weather Mean L Skewness Kurtosis Maximum | Minimum
-~ Deviation
Sulaimani 76 60.212 1.256 2.161 276 0
Dukan 70.2 63.280 1411 2.450 299 0
Darbandikhan 74.4 63.982 1.068 0.456 247 0.3
Penjwin 126 98.565 1.450 3.935 534 0
Chwarta 88.3 72.284 1.084 1.497 334 0.7
Halabjah 81 64.718 1.204 2.720 342 0
Bazian 715 68.227 1.475 2.555 323 0
Chamchamal 51.2 58.033 1.957 5.174 301 0
Input Layer Hidden Layer OQutput Layer

Input
Variables

Figure 2. A 3-layer ANN architecture used for Monthly precipitation prediction.

Table 4. ANN Models for different weather stations at Sulaimani governorate.

= =
Es5d S| 2| B |s88| s %E 23
£55% s | B | 2 |sgs|8s| E8 | £%
o = = = S8
Sulaimani 44 14 6 6 0.4 0.9 97.2%
Dukan 50 12 2 6 0.4 0.9 94.3%
Darbandikhan 49 13 2 8 0.4 0.9 90%
Penjwin 52 11 1 3 0.4 0.9 96.9%
Chwarta 56 2 8 0.4 0.9 95.1%
Halabjah 49 5 10 10 0.4 0.9 96.0%
Bazian 46 10 8 0.4 0.9 95.0%
Chamchamal 52 6 6 3 0.4 0.9 94.9%
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Figure 4. Continued (var0001:Sulaimani,
var0002:Dukan,var0003Darbandikan,var0004:
Penjwin,var0005:Chwarta,var0006:Halabjah,va

r0007:Bazian:var0008:Chamchamal).

weather stations in Sulaimani governorate. a)
Sulaimani, b) Dukan, c) Darbandikhan, d)
Penjwin, e) Chwarta, f) Halabjah, g) Bazian, h)
Chamchamal.
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Table 5. Normalized importance analysis in descending order with the distance and elevation of
each related stations.

— [
[5+] [+
fis c IS <= S
P Model Independent Importance s = 3 k= & = =
rediction Station E I3 2 = £ = 8
Station S & a @ 8 £ £
&) S
= 'mportancgr'ge‘rjesce”d'”g 100% | 61.8% | 58.4% | 41.2% | 34.4% | 27.2% | 26.8
© 5 c - - -
E £ .g | Distance from Sulaimani | 5005 | 4585 | 6236 | 2017 | 5610 | 6336 | 54.00
< % & Station(km)
= =
7 Elevation difference from | »75 35 | 40095 | -365.15 | -60.35 | -170.70 | -193.25 | -367.65
Sulaimani station
_ - E =
c jo S
I\/Lc_)de_l Independent Importance B g 3 = G & =
Prediction Station S s = = E £ s
Station & > i) £ o < 2
w e I
&) A
'mportancgr'ge‘:esce”d'”g 100% | 836% | 61% | 44.3% | 43.9% | 42.1% | 30.7%
[ .
cU v < -
~ 53 Distance from Dukan 97.10 | 6276 | 4200 | 12585 | 6120 | 47.90 | 114.73
8 g & Station (km)
Elevation difference from | e0 | 36515 | 3048 | 1719 | 6385 | 19446 | -2.50
Dukan station
— < c_és
c = <
P I\/(ch_)dgl Independent Importance g = = § G 3 &
rediction Station = < S = z & £
Station 3 £ & )] 5 m =
(@]
X 5 'mportancgr'(;‘e‘:esce”d'”g 100% | 925% | 53.6% | 341% | 235% | 23.3% | 20.1%
O =
c 35 Distance from
[3%] =
g E% Darbandikhan Station(km) | 5400 | 2836 | 6140 | 11473 | 6868 | 7398 | 9057
T © Elevation difference from
alt= B ik station 367.65 | 1744 | 7706 25 641 | 3073 | 196.96
o = Tg s—‘CU
c [0
Model Independent Importance = g s 3 3 £ =
Prediction Station = = = > < £ 8
Station £ > ) o @ 3 o
(92 = <
&) A
- 'mpo”ancgr'(;‘e‘:esce”d'”g 100% | 77.5% | 71.8% | 60.1% | 53% | 31.6% | 16.2%
= 3 c - —
A= S | DistancefromPenjwin | 4055 | 4588 | 3653 | 97.10 | 7415 | 10212 | 6140
% g & Station (km)
o Elevation difference from | o5 | 40595 | 1206 | -768.1 | -4633 | -573.64 | -770.6

Penjwin station
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[ —
[+ [
= = < = IS
qugl Independent Importance g = 3 8 % ) 2
Prediction Station = = N E S = =
Station = & @ Q = T &
S O
© 'mportanczr'ge‘:esce”d'”g 100% | 835% | 405% | 32.2% | 26.9% | 22.3% | 20.7%
T 5 c -
Sgg | Dbtance from Chwarta | 5085 | 3653 | 4130 | 6120 | 6868 | 69.73 | 69.90
24 _Statu_)n (km)
O Elevation difference from | ;5 55 | 1596 | .3337 | -6385 | -641 | -466.6 | -444.04
Chwarta station
e . | 2
e < fict
Model Independent Importance s £ 3 3 g = s
Prediction Station = cé N X s = S
Station & 3 o a > 2 )
< wn <
o A
= 'mportancgr'ge‘:esce”d'”g 100% | 29.7% | 233% | 15% | 14.2% | 11.4% | 9.7%
S5 c - -
o
BE5 | P etionton | 4822 | 11005 | 8950 | 12585 | 6336 | 2836 | 6973
TZH —
T Elevation difference from | o5 > | 2956 | 1329 | -171.9 | 19325 | -174.4 | 4666
Halabjah station
g - = _
c g c
Model Independent Importance = 2 s ) = g £
Prediction Station = g = < = = =
Station g 3 5 $ o a =
S 8 @
'mportancgr'ge‘:esce”d'”g 100% | 66% | 26.4% | 26.1% | 253% | 24.2% | 23.6%
[ -
c L < = "
N §5 | Distancefrom Bazian 7415 | 2841 | 4130 | 8950 | 7398 | 4200 | 2917
8 g & _Statu_)n (km)
Elevation difference from | = yea 3 | 11034 | 3337 | -1329 | -3073 | -3048 | 6035
Bazian station
I < = =
que_l Independent Importance & 3 % 2 £ 3 %
Prediction Station = N < = 'S = S
Station ) @ T & 3 e s
o
< 5 Importance in descending | 1500 | 55406 | 3720 | 323% | 27.4% | 23.4% | 14.4%
e fEs, - order
[&) -
£ 22 Distance from 69.90 | 2841 | 111.05 | 10212 | 5610 | 47.90 | 90.57
g__cs =& Chamchamal Station (km)
O g | Elevationdifference from |,/ 04 | 19034 | 2256 | 57364 | 170.69 | -194.46 | -196.96
Chamchamal station
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Calculation steps for the prediction of monthly precipitation in Sulaimani
governorate:

The following equations are those used for the prediction of the missed precipitation
values at sulaimani station. Similar forms of equations are also available for the
estimation of the missed precipitation for each of the other stations.

1. Find matrix Zingxa).

Zingxyy = Vobiasexy + V' 7x6) * Xx)

Where: Wobias (x1) = i— 0.837 _i , Xxy = Duk \‘:
_ — i Drb i
i Pnj i
1.107 . Chw
i 0311 - HIb
Vobias(6x1):§ 1.037 ' Bzn
0.729 Chm

0008 | \

0428 )

~

e
-

" 0.007 -0.035 -0.080 0.207 0.212 0.321
-0.864 -0.168 -0.526 0.023 -0.191 -0.121

-0.158 0.339 -0.104 0.298 -0.065 -0.209

26

Ve = | 0.116-0.099 0.383 0.006 -0.047 -0.305
0.213 0.373 0.329 -0.534 0.458 -0.327
-0.064 -0.014 0.560 -0.042 -0.642 0.243
_ 0.246-0.422 0.865 0.447 -0.049 0.009
W ) = C 122
0.745
0.851
1.074



w

Find
Find
Find

Find

Number 3 - March Volume 20 2014
0.035
0.105
Z (6x1) = tansh (Zin(exl))

Yin (1x1) = Wobias xay + W g1y * Z (6x1)
Y @x) = Yin @)

Y1

1 1
| |
1 |
. )
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