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ABSTRACT

The improvement in Direction of Arrival (DOA) estimation when the received signals impinge on Active-Parasitic Antenna (APA) arrays will be studied in this work. An APA array consists of several active antennas; others are parasitic antennas. The responses to the received signals are measured at the loaded terminals of the active element. The terminals of the parasitic element are shorted. The effect of the received signals on the parasites, i.e., the induced short-circuit current, is mutually coupled to the active elements. Eigen decomposition of the covariance matrix of the measurements of the APA array generates a third subspace in addition to the traditional signal and noise subspaces generated by the all-active antenna receiving array. This additional subspace, the parasitic subspace, is accompanied by very small eigenvalues (approaching zero). Hence, a complete orthogonality between this subspace and the column space of the steering matrix of the array can be obtained. As a result, better resolution in estimating the DOA can be achieved. Several simulations in conjunction with the MUSIC algorithm, which have been conducted in this work, depict that the APA array outperforms the all-active antenna array as a direction finder, regardless of the size of the array, the number of active elements, or the number of measurement snapshots. Furthermore, super-resolution DOA estimation can be achieved when a subset of the parasitic subspace is used as if the measurement were noiseless. Also, the APA array contributes to very small RMSE values over a wide range of S/N of the received signals.
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1. INTRODUCTION

Estimating the direction of arrival (DOA) is an active topic in the telecommunications and signal-processing fields. Determining the location and tracking a target or the user, for example, in mobile communications, depends on precise DOA estimates of that target (Van Trees, 2002; Tuncer and Friedlander, 2009; Chen et al., 2010; Chandran, 2005). Also, several applications, including radar, sonar, wireless communications, etc., rely on accurate DOA estimation. Recently, DOA estimation has effectively tracked patient’s conditions (Wan et al., 2016). Targeting underwater objects requires sophisticated DOA estimation methods like those presented in (Jing et al., 2018; Hamid et al., 2023). In (Chen, 2019), DOA estimation is used to indicate the degradation of the insulation material in power transformers.

Antenna arrays can be used for this purpose. Under certain conditions, the measurements of antenna arrays can be used to estimate the DOA of received signals by analyzing these measurements (the array’s response to the received signals) and processing the results along with DOA estimation algorithms such as ESPRIT and MUSIC. The spectral decomposition of the covariance matrix of these measurements is used to determine two
orthogonal subspaces: signal and noise subspaces (Schmidt, 1986; Roy and Kailath, 1989; Eranti and Barkana, 2022). The MUSIC algorithm searches the peaks when a subset of the search vectors, which correspond to the DOAs, is orthogonal to the estimated noise subspace (Schmidt, 1986).

Using smart antenna arrays may strengthen and improve the performance of high-resolution DOA estimation algorithms (Lan et al., 2022), perhaps outperforming traditional antenna arrays. When adopting smart antenna arrays, multi-path and co-channel interference are significantly decreased. Also, knowledge of DOAs helps an antenna array’s beam take on the required shape (El Zooghby, 2005; Zhao et al., 2020). On the other hand, working on beam rather than element space enhances DOA estimation performance when the received signals are coherent and reduce computational complexity (Ferreira et al., 2008; Sun and Yang, 2004). Because of the versatility and amenities that smart antenna arrays offer for the newest generations of mobile communications, demand for them has expanded quickly (El Zooghby, 2005). The Switched Parasitic Antenna (SPA) array is one of these smart antennas in which the antennas are quickly and easily switched between the active and parasitic states (Thiel and Smith, 2002; Jasem, 2023; Islam et al., 2012), or the parasitic element is switched between ON and OFF states with fixed active elements using PIN diodes (Thiel and Smith, 2002; Svantesson and Wennstrom, 2001). As a result, it is possible to produce a certain number of switched, steerable, and directional radiation patterns (Thiel and Smith, 2002; Kausar et al., 2016).

When in receive mode, incident signals on the SPA array cause measurement voltages to be measured at the terminals of the active elements. The parasitic element produces no voltage since its terminals are shorted. However, by mutually coupling the effect of the short circuit current induced in these components to the active elements, the parasitic elements assist in directing and steering the radiation pattern generated by the array (Thiel and Smith, 2002; Jasem, 2023). When evaluating the performance of these arrays, the mutual coupling is crucial. Because of this, receiving antenna arrays can perform better as direction of arrival estimators by utilizing the beam space rather than the element space. The work (Svantesson and Wennstrom, 2001) has shown that using a uniform circular array of monopoles acting as ON-OFF parasites and surrounding one active monopole antenna enhances the DOA estimation of the received signals by the array due to generating directive and symmetrical radiation patterns pointed in different directions. However, it has not shown the analytical expression for these patterns, which were the entries in the steering matrix of the measurements, or how the mutual coupling contributes to determining them.

In addition to the signal and noise subspaces estimated from eigen decomposing the covariance matrix of the measurements of SPA antenna arrays, a third subspace associated with very small eigenvalues will be generated due to the parasitic elements.

This work will examine the effectiveness of this third subspace, the parasitic subspace, in enhancing DOA estimation in conjunction with the MUSIC algorithm against the traditional noise subspace generated by the all-active antenna array. The evaluation considers the number of active elements and parasites within the array, the size of the array, the direction of received signals, and the number of measurement snapshots. The arrays will contain a certain number of active elements and parasitic elements. Thus, each element will be fixed in an active or parasitic state. Therefore, an array with fixed active and fixed parasite antennas (APA), examined in this work, will be a particular type of SPA array.

2. APA ARRAY IN TRANSMIT MODE

The effectiveness and benefits of employing SPA arrays in cellular communications are thoroughly discussed (Thiel and Smith, 2002). It is demonstrated that it is possible to
produce directed and steerable radiation patterns by utilizing these arrays as transmitting arrays. Simply switching each element in the array between the active and parasitic states will accomplish this. The radio frequency source powers the active element, while the parasitic element has short terminals. PIN diodes can be used to transition between the two states because of their extremely fast switching times (measured in nanoseconds), extremely low ON ohmic resistance, and extremely high OFF ohmic resistance. Fig. 1 shows an equally spaced \( N \)-element APA array. The elements are equally spaced and distributed along the *ve* \( x \)-axis, with the first element placed at the origin. This array is known as the APA uniform linear array (APA-ULA). In this array, there are \( r \) active elements and \( N-r \) parasitic elements.

If \( i = (i_a, i_{a_2} \ldots i_{a_r}, i_{p_1}, i_{p_2} \ldots i_{p_{N-r}})^T \), is the column vector of the coupled currents in the array's elements, with \( i_a \) and \( i_p \) being the active and parasitic currents, respectively, the expression for the total radiated \( H \)-plane electric field of the array in terms of the element currents is (Thiel and Smith, 2002):

\[
E_t(r, \theta, \phi) = \gamma(\theta)i^T a(\phi)
\]

(1)

\[
\gamma(\theta) = \frac{j \omega \mu}{2 \pi kr} \frac{\cos(\frac{\pi}{2} \cos \theta)}{\sin \theta}
\]

with \( \omega \) being the radian frequency of the power supply, \( \mu \) being the permittivity, \( k \) being the wave number, and \( R \) is the distance to the observation point. \( a(\phi) = (1, e^{jkdcos(\phi)}, e^{jkdcos(\phi)}, \ldots, e^{j(N-1)kdcos(\phi)})^T \) is the steering column vector, and \( (\ . \ )^T \) is the transpose operation. Fig. 2 illustrates the azimuthal radiation patterns for different sets of active and parasitic elements of an APA-ULA consisting of five half-wave dipoles with interelement spacing \( d = 0.125 \lambda \). It can be seen from Fig. 2 that increasing the number of active elements contributes to improving the gain of the array and reducing the front-to-back ratio.
Figure 2. Azimuthal radiation patterns for different sets of active and parasitic elements of an APA-ULA consisting of five half-wave dipoles with inter-element spacing $d = 0.125 \lambda$.

3. DATA MODEL OF A RECEIVING APA-ULA ARRAY

This section studies the data model of an N-element APA-ULA acting as a receiving antenna array. The array structure is the same as the one shown in Fig. 1. The antenna elements are half-wave dipole antennas with a diameter of $a<<\lambda$, where $\lambda$ is the wavelength of the received signal. This condition ensures that the assumption of sinusoidal current distribution in the dipole is valid, with the maximum value at the center of the dipole (Balanis, 2016). First, suppose that the array consists of $N$ all-active elements receiving $M$ narrowband signals. The
data model for the measurements that are developed at the terminals of the array elements will be (Schmidt, 1986; Roy and Kailath, 1989; Svantesson and Wennstrom, 2001):

\[ \mathbf{x}(t) = \mathbf{C}A(\phi)\mathbf{s}(t) + \mathbf{n}(t) \]

where, \( \mathbf{x}(t) \in \mathbb{C}^{N \times 1} \) is the vector of the array’s measurement. \( \mathbf{C} \in \mathbb{C}^{N \times N} \) is the mutual coupling matrix. \( \mathbf{A}(\phi) = [a(\phi_1) \ a(\phi_2) \ldots a(\phi_M)] \in \mathbb{C}^{N \times M} \) is the steering matrix with

\[
\begin{align*}
  a(\phi_m) &= \left( e^{jkd\cos \phi_m} \ e^{j2kd\cos \phi_m} \ldots e^{j(N-1)kd\cos \phi_m} \right)^T \\
  &= 1,2,\ldots,M \text{ being the response vector of the array to the received signal } m. \ \mathbf{s}(t) \in \mathbb{C}^{M \times 1}
\end{align*}
\]

is the vector of the strength of the received signals. \( \mathbf{n}(t) \in \mathbb{C}^{N \times 1} \) is the noise vector. Assuming that there is no coherency between the received signals and the noise and between the signals themselves, the covariance matrix \( \mathbf{R} \in \mathbb{C}^{N \times N} \) of the measurement is calculated from:

\[ \mathbf{R} = \mathbf{E}(\mathbf{x}(t)\mathbf{x}(t)^H) = \mathbf{C}A(\phi)\mathbf{E}(\mathbf{s}\mathbf{s}^H)\mathbf{A}(\phi)^H\mathbf{C}^H + \mathbf{E}(\mathbf{n}(t)\mathbf{n}(t)^H) \]

where \( \mathbf{E}(.) \) is the expectation operator and \( (.)^H \) is the Hermitian operation. Due to the presumption that received signals and noise are uncorrelated, it should be noted that the cross-product terms have disappeared. In addition, if the received signals are not correlated with each other, then the expectation of the covariance matrix of the strength of the received signals yields a diagonal matrix \( \mathbf{S} \in \mathbb{C}^{M \times M} \) with the power of the signals on the diagonal (Svantesson and Wennstrom, 2001). Also, it is assumed that the noise is AWGN with normal distribution, i.e., \( \mathbf{E}(\mathbf{n}\mathbf{n}^H) = \sigma^2\mathbf{I} \), where \( \sigma^2 \) is the noise power and \( \mathbf{I} \in \mathbb{C}^{N \times N} \) is the identity matrix (Chandran, 2005; Chen et al., 2010). Taking the eigen decomposition of \( \mathbf{R} \) in Eq. (3) yields:

\[ \mathbf{R} = \mathbf{C}A(\phi)\mathbf{S}A(\phi)^H\mathbf{C}^H + \sigma^2\mathbf{I} = \mathbf{E}_s\mathbf{\Lambda}_s\mathbf{E}_s^H + \mathbf{E}_n\mathbf{\Lambda}_n\mathbf{E}_n^H \]

In Eq. (4), \( \mathbf{E}_s = [\mathbf{e}_{s,1} \ \mathbf{e}_{s,2} \ldots \mathbf{e}_{s,M}] \in \mathbb{C}^{N \times M}, \mathbf{E}_n = [\mathbf{e}_{n,M+1} \ \mathbf{e}_{n,M+2} \ldots \mathbf{e}_{n,N}] \in \mathbb{C}^{N \times (N-M)} \) are signal and noise subspaces, respectively, with \( \mathbf{e}_s \) and \( \mathbf{e}_n \) being the signal and noise vectors, respectively. \( \mathbf{E}_s \) and \( \mathbf{E}_n \) are orthonormal matrices (Foutz et al., 2008). These two subspaces are orthogonal to each other. \( \mathbf{\Lambda}_s \in \mathbb{R}^{M \times M}, \mathbf{\Lambda}_n \in \mathbb{R}^{(N-M) \times (N-M)} \) are diagonal matrices containing the eigenvalues of the signal subspace and the noise subspace, respectively. Note that the eigenvalues of the two subspaces are real and non-negative since the covariance matrix \( \mathbf{R} \) is positive-definite (Horn and Johnson, 2013; Golub and Van Loan, 2013). Also, the eigenvalues of the noise subspace are equal to \( \sigma^2 \). Thus, the eigenvalues of \( \mathbf{R} \) will be ordered as \( \Lambda_1 \geq \Lambda_2 \ldots \Lambda_M \geq \Lambda_{M+1} = \Lambda_{M+2} = \ldots = \Lambda_N \). When the measurements are noiseless, the eigenvalues, \( \Lambda_{M+1} = \Lambda_{M+2} = \ldots = \Lambda_N \), will have zero values. When the measurements are noisy, the noise subspace resides in the null space of the matrix \( \mathbf{CA}(\phi)\mathbf{SA}(\phi)^H\mathbf{C}^H \). However, the rank of \( \mathbf{R} \) in Eq. (4) is one, i.e., \( \text{rank}(\mathbf{R})=1 \). Therefore, the full rank sample of \( \mathbf{R} \) is practically obtained by averaging a very large number of measurement snapshots \( Q \) to have an unbiased DOA estimation, i.e.,

\[ \mathbf{R} = \frac{1}{Q} \sum_{i=1}^{Q} \mathbf{x}(t_i)^H = \mathbf{E}_s\mathbf{\Lambda}_s\mathbf{E}_s^H + \mathbf{E}_n\mathbf{\Lambda}_n\mathbf{E}_n^H \]
where \((\cdot)\) means the estimated value. Note that the eigenvalues, \(\hat{\lambda}_{M+1}, \hat{\lambda}_{M+2}, \ldots \hat{\lambda}_N\), are not necessarily equal due to perturbations in noise. As a result, the signal subspace may merge into the noise subspace, especially when the sample size is small or when the signals are received with a low signal-to-noise ratio (Shagaghi and Vorobyov, 2015).

In the case of an \(N\)-element APA-ULA array, suppose that the first \(r\) elements are active, and the other \(N-r\) elements are parasites. The active element is the element loaded by an impedance \(Z_l\) at its center, while the terminals of the parasitic element are short-circuited. Suppose the array receives \(M\) narrowband signals. The eigen decomposition of the covariance matrix of the measurements \(\mathbf{R}_{\text{APA}}\) will also consist of signal and noise subspaces, the same subspaces as in Eq. (4). However, \(\mathbf{R}_{\text{APA}}\) involves several rows and columns with zero values. These entries are due to the zero entries in the measurement vector \(\mathbf{x}(t)\) corresponding to the parasites. Therefore, in addition to the signal and noise subspaces, the covariance matrix’s spectral decomposition also contains an additional subspace, \(\mathbf{E}_{\text{PAR}}\), with very small eigenvalues (almost zero) corresponding to the parasitic elements. The number of these eigenvalues and associated vectors equals the number of parasites, i.e.,

\[
\mathbf{R}_{\text{APA}} = \mathbf{E}_s \Lambda_s \mathbf{E}_s^H + \mathbf{E}_n \Lambda_n \mathbf{E}_n^H + \mathbf{E}_{\text{PAR}} \Lambda_{\text{PAR}} \mathbf{E}_{\text{PAR}}^H
\]  

(6)

where, \(\mathbf{E}_s = [e_{s,1} \ e_{s,2} \ \ldots \ e_{s,M} ] \in \mathbb{C}^{N \times M}\), \(\mathbf{E}_n = [e_{n,M+1} \ e_{n,M+2} \ \ldots \ e_{n,r}] \in \mathbb{C}^{N \times (r-M)}\), and \(\mathbf{E}_{\text{PAR}} = [e_{\text{PAR},r+1} \ e_{\text{PAR},r+2} \ \ldots \ e_{\text{PAR},N}] \in \mathbb{C}^{N \times (N-r)}\) are the signal, the noise, and the parasitic subspaces, respectively. Therefore, the eigenvalues: \(\hat{\lambda}_{r+1}, \hat{\lambda}_{r+2}, \ldots \hat{\lambda}_N\) corresponding to the subspace \(\mathbf{E}_{\text{PAR}}\), which can be estimated practically from eigen decomposing \(\mathbf{R}_{\text{APA}}\), are almost equal to zero, i.e., \(\hat{\lambda}_{r+1} \approx \hat{\lambda}_{r+2} \approx \ldots \approx \hat{\lambda}_N \approx 0\), and complete orthogonality between \(\mathbf{E}_{\text{PAR}}\) and the column space of the matrix \(\mathbf{A}(\phi)\), i.e., \(\text{col}(\mathbf{A}(\phi))\), will be ensured. Note that a subset of this subspace could be used rather than the subspace itself to have better results since a subset of a subspace is the subspace itself (Hefferon, 2017). Thus, using the subset of the subspace \(\mathbf{E}_{\text{PAR}}\) associated with the lowest eigenvalues contributes to the possibility of having DOA estimation with super-resolution despite the very small number of measurement snapshots or the size of the array aperture being small. These advantages contribute to APA arrays outweighing all-active (traditional) arrays since the spectrum of the MUSIC algorithm is significantly improved, as will be seen by different simulations in the section on the results.

4. MUTUAL COUPLING IN APA ARRAYS

The essential characteristic of SPA or APA arrays is mutual coupling. The form and directivity of the radiation pattern generated by these arrays operating in transmitting mode are determined mainly by the coupled energy from the active element to the parasitic element and back to the active element. In the receiving mode, the mutual coupling links the energy that the received signal induces in the parasitic element into the active element, adding (constructively or destructively) this energy to the energy that the received signal alone induced in the receiving active element. For the case of all-active antenna arrays, many mutual coupling models, such as those in (Gupta and Ksienksi, 1983; Hui, 2004; Lui et al., 2009; Hui and Lu, 2006; Yu and Hui, 2011) have been developed. However, these models
do not suit SPA or APA arrays due to singularities that occur when using the \( Z_L = 0 \) condition for the parasites. The mutual coupling model in (Yamada et al., 2005) considers the effect of the scattered or retransmitted fields emanating from the array's elements when receiving the electromagnetic fields. However, the method for calculating the corresponding mutual impedance due to this effect has not been shown. The CVUC model has been put forth by (Jasem, 2020) to represent the mutual coupling phenomena between antenna array elements. This model relates the antenna-coupled load voltages developed at the antenna terminals to the free-coupling currents produced in the antennas only by the received signals. The expression for this model is:

\[
\mathbf{v}_L = (\mathbf{K} + \mathbf{F} \mathbf{Y}^{-1}) \mathbf{u} = \mathbf{C} \mathbf{u}
\]

(7)

The column vectors \( \mathbf{v}_L = \left( v_{L,1} \; v_{L,2} \ldots v_{L,N} \right)^T \) and \( \mathbf{u} = \left( I_1 \; I_2 \ldots I_N \right)^T \) represent, respectively, the coupled load voltages and the free-coupling currents of the antenna elements in an array operating in receiving mode. The matrices \( \mathbf{K}, \mathbf{F}, \) and \( \mathbf{Y} \) are as follows (Jasem, 2020):

\[
\mathbf{K} = \begin{bmatrix}
Z_{11} + Z_{L,1} & 0 & 0 & \ldots & 0 \\
0 & Z_{22} + Z_{L,2} & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & Z_{NN} + Z_{L,N}
\end{bmatrix}
\]

(8)

\[
\mathbf{F} = \begin{bmatrix}
-Z_{11} & Z_{12} & \ldots & Z_{1N} \\
Z_{21} & -Z_{22} & \ldots & Z_{2N} \\
\ldots & \ldots & \ldots & \ldots \\
Z_{N1} & Z_{N2} & \ldots & -Z_{NN}
\end{bmatrix}
\]

(9)

\[
\mathbf{Y} = \begin{bmatrix}
1 & \frac{-Z_{12}}{Z_{11} + Z_{L,1}} & \ldots & \frac{-Z_{1N}}{Z_{11} + Z_{L,1}} \\
\frac{-Z_{21}}{Z_{22} + Z_{L,2}} & 1 & \ldots & \frac{-Z_{2N}}{Z_{22} + Z_{L,2}} \\
\ldots & \ldots & \ldots & \ldots \\
\frac{-Z_{N1}}{Z_{NN} + Z_{L,N}} & \frac{-Z_{N2}}{Z_{NN} + Z_{L,N}} & \ldots & 1
\end{bmatrix}
\]

(10)

where \( Z_{pp} \) is the self-impedance of element \( p \), and \( Z_{pq} \) is the mutual impedance between elements \( p \) and \( q \). The CVUC model suits APA arrays since the column vector \( \mathbf{v}_L \) will contain zero entries corresponding to the parasites as a result of applying the parasitic condition (by substituting \( Z_L = 0 \) as the load of parasites) into the RHS of Eq. (7). Thus, the vector \( \mathbf{v}_L \) contains \( r \)-measured values of load voltages and \( N-r \) zeros.
5. DOA ESTIMATION USING APA ARRAYS.

To estimate the one-dimensional DOA of the signals received by all-active antenna arrays, the estimated noise subspace $\hat{E}_n$ calculated from Eq. (5) can be used in the MUSIC cost function, which is (Schmidt, 1986; Svantesson and Wennstrom, 2001):

$$P_{MUSIC}(\phi) = \frac{1}{a^H(\phi) C^H \hat{E}_n E_n^H c a(\phi)}$$  \hspace{1cm} (11)

The structure of the search vector $a(\phi)$ is similar to each column of the steering matrix $A(\phi)$ in Eq. (2) but calculated for the set of angles $\{-\pi, \pi\}$. The mutual coupling matrix $C$ might be the CVUC model defined in Eq. (7), which is assumed to be known. The cost function in Eq. (11) searches for the peaks that occur when the set $M$ of the search vectors $Ca(\phi_m)$ is orthogonal to the estimated noise subspace $\hat{E}_n$. The cost function in Eq. (11) is based on the fact that the column space of the coupled steering matrix $CA(\phi)$ of Eq. (2) is orthogonal to the noise space, i.e., $R(CA(\phi)) \perp E_n$ or $A(\phi)^H C^H \hat{E}_n = 0$, where the size of the zero matrix $0$ is $M \times (N - M)$.

Estimating the DOA using Eq. (11) may result in poor resolution under some conditions. The small size of the array’s aperture and the spatially closed received signals deteriorate the resolution of the DOA estimation. Additionally, when the received signals have a low $S/N$ ratio, the resolution of the DOA estimation may be affected by the influence of a significant perturbation of the noise eigenvalues. In the last case, part of the signal subspace merges into the noise subspace, which may lead to failure in the precise detection of the DOAs (Shaghaghi and Vorobyov, 2015; Zhang et al., 2021). As a result of the above cases, some of the eigenvectors of the estimated noise subspace will not be completely orthogonal to the corresponding DOA search vector $Ca(\phi)$. However, estimating the DOAs using $\hat{E}_{PAR}$, the parasitic subspace, in Eq. (11) instead of $\hat{E}_n$ overcomes these adverse effects. All eigenvectors of $\hat{E}_{PAR}$ are completely orthogonal to the column space of $CA(\phi)$ of Eq. (2). As a result, superiority over using $\hat{E}_n$ in DOA estimation will be obtained when using $E_{PAR}$. As a result, Eq. (11) can be modified as follows by taking advantage of the subspace $E_{PAR}$ produced by APA arrays:

$$P_{MUSIC}(\phi) = \frac{1}{a^H(\phi) C^H \hat{E}_{PAR} E_{PAR}^H c a(\phi)}$$  \hspace{1cm} (12)

Thus, the MUSIC spectrum will show peaks at any $\phi_m$ when $Ca(\phi_m)$ is orthogonal to $E_{PAR}$.

6. SIMULATION RESULTS

In the following simulations, the capability of the APA array as a high-resolution direction-finding array will be examined. Also, the superiority and advantages of using $\hat{E}_{PAR}$ over $\hat{E}_n$ will be depicted. The array is APA-ULA with eight half-wave dipoles, as shown in Fig. 1. The element spacing is $d = 0.2 \lambda$. The array receives two signals coming from the directions $\phi_1 = 70^\circ, \phi_2 = 72^\circ$. The signals are assumed to be incident in the $x$-$y$ plane, and the signal-to-noise ratio of each signal is $S/N = 10 \, dB$. The mutual coupling, the CVUC model, is assumed to be known. Fig. 3 shows the MUSIC spectrums for this scenario, with the array having four active elements, i.e., $r = 4$, and four parasites. The plots in this figure illustrate a comparison
between the resolution of DOA estimations obtained from Eq. (11) and Eq. (12). Five runs, $L = 5$, are executed for the measurements, with each run involving $Q=500$ snapshots. Fig. 3 illustrates that using the subspace $\hat{E}_{\text{PAR}}$ generated by the parasites in an APA-ULA array is capable of estimating the DOAs of the received signals with a resolution much higher than using the noise subspace $\hat{E}_n$. The plots in this figure show that different runs result in MUSIC spectrums that coincide in the case of using $\hat{E}_{\text{PAR}}$. In contrast, a poor coincidence occurs when Eq. (11) is used. Fig. 3C depicts that using a subset of the subspace $\hat{E}_{\text{PAR}}$, specifically the last two vectors of $\hat{E}_{\text{PAR}}$, i.e., $[\hat{e}_{\text{PAR},n-1}, \hat{e}_{\text{PAR},n}]$ the active elements, being the first $r$ elements, result in a MUSIC spectrum with a super-resolution to the received signals. This plot illustrates that the subset of $\hat{E}_{\text{PAR}}$ associated with the lowest eigenvalues can be used to estimate the DOAs as if the measurements were noiseless. The plots in Fig. 4 show the DOA estimations for two signals coming from the directions $\phi_1 = 20^\circ$, $\phi_2 = 22^\circ$ and received by the same array used to produce Fig. 3. This figure illustrates that the APA-ULA array performs well in estimating the DOA for signals coming from the end-fire direction and can also be achieved with very high resolution. The coincidence in plots for different runs of MUSIC spectrums when using $\hat{E}_{\text{PAR}}$. This figure confirms the effectiveness of the parasitic subspace, although the signals were received from critical directions. Also, it is shown in part (c) of this figure that using the last two vectors of $\hat{E}_{\text{PAR}}$ results in a DOA estimation with a super-resolution. In contrast, using Eq. (11) results in poor resolution. However, it was required that the signal-to-noise ratio of the received signal for this scenario be $S/N = 35$ dB because the signals are received by the array from its end-fire direction. Also, the power of the radiation pattern of the array on its right side is low due to the effect of parasites. The MUSIC spectrums in Fig. 5 illustrate the ability of using the APA array to detect the DOA of received signals when their number is equal to the number of active elements. The array is the same array used to obtain the MUSIC spectrums shown in Fig. 3, but the number of active elements is now only two. Fig. 5a shows DOA estimation when the whole subspace $\hat{E}_{\text{PAR}}$ is used in Eq. (12). Also, Fig. 5b shows the MUSIC spectrum for the same array and the same received signals, but the last two vectors of $\hat{E}_{\text{PAR}}$ is now used. Note that the noise subspace does not exist in this scenario due to the number of received signals and the number of active elements being equal. Thus, APA arrays outperform all-active antenna arrays in avoiding the compulsory condition that the number of measured responses should be greater than the number of received signals (Chandran, 2005; Chen et al., 2010; Schmidt, 1986).

As previously mentioned in Section 3, the number of snapshots, $Q$, must be large enough for an unbiased DOA estimation. However, when using a subset of the subspace $\hat{E}_{\text{PAR}}$ that is associated with the smallest eigenvalues in Eq. (12), this condition will be unnecessary. Fig. 6 demonstrates this fact. It is shown in this figure that using the subset of $\hat{E}_{\text{PAR}}$ has succeeded in obtaining super-resolution DOA estimation with the number of snapshots equal only to $Q=10$, while the noise subspace, $\hat{E}_n$, fails to do so. Thus, if the mutual coupling is known, the APA-ULA can be used as a direction-finding array to estimate the DOA of received signals with very high or super-resolution, regardless of the directions of the signals, the array’s aperture size, the number of active measurements, or the number of measurement snapshots. This is demonstrated clearly in Fig. 3 to Fig. 6.
Figure 3. MUSIC spectrums, $P(\phi)$, for two signals coming from the directions $\phi_1 = 70^\circ, \phi_2 = 72^\circ$ with S/N = 10dB, and received by an eight-elements half-wave dipole APA-ULA. $d = 0.2 \lambda, L = 5$, and $Q = 500$. (a) Using the subspace $\mathbf{E}_n$. (b) Using the subspace $\mathbf{E}_{PAR}$. (c) Using the last two vectors of the subspace $\mathbf{E}_{PAR}$. 
Figure 4. MUSIC spectrums, \( P(\phi) \), for two signals coming from the directions \( \phi_1 = 20^\circ, \phi_2 = 22^\circ \) and received by the same array used for the plots of Fig. 3. \( S/N = 35dB \). (a) Using the subspace \( \mathbf{E}_n \). (b) Using the subspace \( \mathbf{E}_{PAR} \). (c) Using the last two vectors of the subspace \( \mathbf{E}_{PAR} \).
Figure 5. MUSIC spectrums, $P(\phi)$, for the same scenario as in Fig. 3, but the number of active elements is only two. (a) Using the subspace $\hat{E}_{PAR}$. (b) Using the last two vectors of the subspace $\hat{E}_{PAR}$.

Figure 6. MUSIC spectrums, $P(\phi)$, for the same scenario used to obtain the plots in Fig. 3, but the number of measurement snapshots is $Q=10$. (a) Using the subspace $\hat{E}_{n}$. (b) Using the last two eigenvectors of the subspace $\hat{E}_{PAR}$.

Fig. 7a shows the root mean square error (RMSE) criterion when using parasitic and noise subspaces. The RMSE is defined as:

$$RMSE = \sqrt{\frac{\sum_{l=1}^{L} (\hat{\phi}-\phi)^2}{L}}$$

(13)
where, $\hat{\phi}$, $\phi$, are, respectively, the estimated and the actual values of the DOA, and $L$ is the number of runs. The RMSE is plotted against different values of SNR. The array consists of six elements with three active elements. The signal is incident on the array from the direction $\phi = 5^\circ$, i.e., from the end-fire direction. The number of runs was $L = 100$, and with snapshots, $Q = 50$ for each run has been used to plot this figure. Fig. 7b compares between $\hat{E}_{\text{PAR}}$ and $\hat{E}_n$ regarding the RMSE criterion for the same received signal but when the array consists of two actives and three parasites. The plots in Fig. 7 demonstrate that the RMSE curve, when using the subspace, $\hat{E}_{\text{PAR}}$ is much lower than the RMSE curve when using the subspace, $\hat{E}_n$ regardless of the number of active or parasitic elements. Hence, a very small difference between the estimated and the actual DOA can be obtained over a wide range of S/N ratios when using the parasitic subspace.
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**Figure 7.** RMSE plots versus SNR for a signal coming from the direction $\phi = 5^\circ$ and incident on an APA-ULA antenna array. $d = 0.2 \lambda$, $L=100$, and $Q = 50$. The array consists of (a) three active elements and three parasites. (b) two active elements and three parasites.

### 7. CONCLUSIONS

The enhancement in DOA estimation by using APA-ULA arrays in conjunction with the MUSIC algorithm is studied in this work. An APA array consists of a certain number of active elements, and the rest of the elements are parasites. The terminal of the parasitic element is short-circuited, while a load loads the terminal of the active element. The measurements that represent the response to the received signals by the APA arrays are developed at the loaded terminals of the actives. The outcomes of this work can be concluded as follows:

- The main advantage of APA arrays, when used as direction finders, is that they generate a parasitic subspace associated with very small eigenvalues (almost zero values). This subspace is obtained by eigendecomposing the covariance matrix of the array’s measurement. Using this subspace results in a MUSIC spectrum with very high resolution compared to the MUSIC spectrum obtained when using the noise subspace.
Also, using a subset of the parasitic subspace results in super-resolution MUSIC spectrums. It is shown that this outcome has been achieved for arrays with small apertures. Also, it is found that the direction of the received signals does not affect the performance of the parasitic subspace.

- The condition of the number of received signals, which should be less than the number of the array's elements when using all-active antenna arrays as direction finders, has been avoided when the parasitic subspace is considered in the case of APA arrays.
- It can be possible to achieve unbiased DOA estimation with a very small number of measurement snapshots when using $\mathbf{E}_{\text{PAR}}$.
- Using the parasitic subspace significantly reduces the difference between the estimated and true DOA when using the RMSE criterion.

In conclusion, the APA-ULA array has enhanced the estimation of DOA of received signals under different conditions and overcome some constraints. Thus, the advantages of these arrays can be effectively exploited when it is required to have precise knowledge about the direction of the users in a dense and noisy environment. These benefits are greatly useful in mobile communication. Also, APA arrays can be fabricated with less hardware when compared with traditional all-active antenna arrays.
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