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ABSTRACT

in this paper existing group technology techniques are reviewed and an alternative method using
probabilistic approach to machine-components grouping in cellular manufacturing systems is
introduced where it is based on production flow analysis, which uses routing information, A
commoen feature of this approach iz that it sequentially rearranges row and colurmns of the machine
part incidetice matrix according to predefined index and block diagonal is generated. The steps of
this method are to assign the 1's in each row and column a probability weight, which alternately
rearranged 1n descending order until 4 block diagonal matrix is ereated. It does not need 1o decide in
advance, the number of required cells. It also overcomes the limitation of computational
complexity, inherited in exiting group technology methods, espesially for large scale and complex
problems.
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INTROIMICTION

Group technology (GT) is one of the important techniques used in the formation of cellular
manufacluring system. It is used for the purpose of translermring the advantages of flow production
organization to be oblained in wiat otherwise would be jobbing or balch manufacture. GT is
defined as the discipline of identifying things; such as parts, processes, cquipment, wols, people,
and customers; by their attributes. These attributes are then analyzed to identify similarities between
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among them. These things are then grouped according to similaritics. GT is uscd to increase
efficiency and effectiveness ol managing (he cellular manufacturing svstem (Hunz, 1989).

Cellular manufacturing sysiem as an application of group technology concept is delined as the
pursuit of smaller baich production of discrete parts, in which the manufacturing svstem is
decomposed into sub-systems (cludters of dissimilar machines located in close proximity) each of
which is viewed as an independent entity dedicated 1o the prosduction of sub-set of similar parls
( Ballakur and Steudel, 1987),

Production flow analysis is a method for group technology, developed by Burbidge (1971), which
has particular appeal in that it requires no special part coding system, is relatively simple to
implement and can be applied to the reorganization of existing, as well as the design of a new
manufacturing systems. The method involves a number of stages, which are described in more
details by Burbidge (19735).

Using route card data, a machine-component matrix is prepared, in which the rows represent
machines and the columns represent components, or viee-versa, 1f the ccll entry A =1, it indicates
that machine *1” makés component =37, or 1f =0, then there is no relation between the two. So, the
complele matrix 1s a random array of (s and 1's. The clustering algorithms, which this paper
discusses, rely on these assumptions that the machines and components can be partitioned ino
matched groups of machines and components. These will be represented as clusters along the
diagonal of the matrix. This visual presentation of the possible constitution of the cells is the key
meril of these methods,

In this paper. the probabilistic relation between the occurrence of the operations of the components
on the machines that will perform it and the order that it 1s performed is taken into considerations so
as the final 0-1 matrix, representing lhe clustering gives the groups of machines that will be
assignedd 1o the manulactunng of the components. It is more accurate and guicker to cvaluate the
machine-component groups,

GROUP TECIINOLOGY METHODS
There are several methodologies developed based on clusier analysis. These are;

atrix Formulation

In matrx formulation a (0-1) machine-part incidence matrix ay is constructed. in which elements

1{1} indicate that machine i is used (not used) o process part j. Normally the machine-part

ncidence matrix constructed based on the production route data. To arranpe the matrix inte block

diagonal form, a number of methods were developed such as:

a- Similarity cocflicient, the procedurs uses the route information represented by the machine-part
incidence matrix to compute the similarity cocfficient between machines (i} and (k). The
similarity coefficient Sp, is the number of parts, which visit both machines “i* and k' divided by
the number of parts, which visit at least one of them. Then based on this machine groups are
gencrated. The 1" research that invelved in developing this type of technique was
(MeAuley, 1972). Then he was fellowed by many others as have been evaluated and/or surveyed
by (Shafer and Rogpers, 1993 and 1994), (Scifoddini and Hsu. 1994), (Loh and Layior, 1994),
(Seifoddini and Djassemy, 1995) and (Mosicr ¢t la, 1997).

b- Array Based Clustering, this method is based on production flow analysis, which uses routing
information. A common leature of this approach is that it sequentially rearranges rows and
columns of the machine-part incidence matrix according to a predefined index and block diagonal
15 generated. Kmg (1980) developed the Bank Order Clustering (ROC). The BEmitation of the
BROC  method was  overcame by  introducing  the  improved method (ROC2),
{King and Nakomchai, 1982}, The method was furtherly developed by introducing the block and
slice method known as (MODROC), (Chandrasekharan and Rajagopalan, 1986). A non-
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hicrarchical clustering algorithm was developed, called “ GRAFICS™, (Srinivasan and Narendran,
194913,

¢- Fuzzy Clustering, the presence of uncertain or vague information of part features, demand or
processing time ete., ereate an inefficient sofution, if grouping problem is solved by deterministic
type of algorithms. Furzy clustering or fuzzy mathematical programming provides a good .
solution for cell formation with vague information. The 1% presentation of a fuzey mathematics
for part family formation problem was introduced by (Xu and Wang, 1989). Method based on
fuzzy set theory was introduced by (Zhung and Wang, 1991). while a method based on a fuzzy ¢-
means clustering algorithm for cell formation was proposed by (Chu and Fayva, 1991), and
fuzzy logic approach to consider parts features was presented by (Narayanaswamy and others,
1996). A" fuzzy mixed-integer programming is proposed o minimize the eost o exceptional
elements, (Tsai and others, 1997).

Rank Order Clustering Algorithm

The rank order-clustering algorithm (ROC), introduced by (King, 1980}, represents route card data
a5 a binary matrix. Using a pesitional weighing technique for the *17 entries in the mateix, the rows
and columns are alternatively rearranged in order of decreasing rank. The result is a dia pgonalization
of the 1's into several clusters. If independent machine-component groups do exist in the sample
duty provided, each machine will occur in only one cluster. Components will be uniquely assigned
to any one of the clusters. Using this algorithm, the analvst can obtain a visual assessment of the
machine groups and the associated families of parts simultancously. With such an approach, a very
valuable preliminery assignment of machines can be obtained because, if a large number of
machines are shared over several clusters, plans {or cellular manufacture can be shelved at the
outset, There are few weaknesses in this algorithm, which affect its performance, caused by two
types of cell entries, which prevent cluster formation and create dispersion away from the diagonal.

These are (Tsai and others, 1997);

a-  Exception elements: these are a few cell entries that occur vutside a pair of clusters. However,
only one cluster can contain that maching, resulting in an inter-cell move of the other
components requiring that machine to complete their processing. The occurrence of such entries
i expected but the ROC solution is disrupted, due to the method adopied for ranking. It reacts
un pairwise comparison of ¢ell entrics in the lefimost column (when ranking rows) and topmost
(when ranking columns). So if the positional oceurrence of these elements is such that they
influence the ranking, poor cluster formation will result.

b- Bottleneck machines: these are machines that are used by a large number of components. Since
these compenents can be expected W be dispersed over more than one cluster, such machines
musl appear in more than one row in the matrix. Otherwise, the ranking procedure creates lurge
dispersed cluster with many machines and components contained in them.

The ROC algorithm work only after these two types of clements are identified and suppressed afier

visual analysis of the initial matrix solutiens. Such prior assumptions bias solution, especially as the

algorilhm must indicate exceplions and bottleneck machines, not relvy on their lemporary
suppression to be effective. Other drawbacks are;

% An inavility to analyze large matrices since the binary words lengths increase, Rows and
columns are compared pair wise increasing the number of comparisons necessary for a
solution. The ranking being dependent on the positional coordinates of the entrics in the
matrix. The complete matrix needs to be analyzed, which increases computational time.

“ *Inconsistency in the number of clusters, the identity of the exceptional elements and the
machine

—component constitution ol the clusters, is depending on the initial input matrix.

% Total neglect of load figures to decide the allocation of bottleneck muchines among the clusters,
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PROBABILISTIC APPROACH ALGORITHM
To overcome most of the limitation of other methods, the fullowing approach is sugpested. 1t will:
a- Use the machine-component matrix only, with no need for special coding or rearrangement to
[1l particular solulion.
b- Simplify the identification of both exceptional elements and bottlencek machines by grouping
correctly all the machines,
c- Ability to analyze large matrices, sinee it is only dealing with small values in comparison.
If there are M machines processing N components, then a machine i is assigned to process
component j, hence their relation can be expressed by an incidence matrix A(Lj=0, otherwise
Ali "1, The objective of the method is to rearrange the machine-component incidence matrix such
that the element “[™ focuses on the diagonal blocks of the matrix. This is achicved by introducing
the probability of each component j processed on machine i, by means of determining the total
number of components and then finding the probability of eccurrence of each one independently by
using the formulas:
Total number of components performed on machine i, which is indicated by ( TOTC;), is:

M
FOT=
=l
Frobability of occurrence of component j on machine i, which is indicated by ( P{X, ibh s

1 ' Rt
{ |._|} .-In[.':. ;

Therefore the sum of each machine i, which ts indicated by (SUMC)), is: stumc = ﬁ PiX. 1%

Then this 15 sorted in decreasing value order, the ones with the same value are arhﬁm.ry ordercd in
the same order in which they appear in the current matrix.
sumilarly, the same i done for the machines. i.c.:
Total number of machines used by component j in accordance (o its process technology,
ol
indicatedby (TOTM,), is: TOTM =3 Y,
: il
Prebability of oceurrence of machines i used by component j for progessing, which s indicated
2 1
oy (PLY, . D). is: (PLY. )= :
:rll: q. 1,].¥. lq. :. J}] l.{.:l_I.MI
Therelore the sum of cach component j, which is indicated by (SUMM,), is:
M
1IN, =£P{Ki;} il

1]

Then this is sorted in decreasing value order; the ones with the same value are arbitray ordered in
the same order in which they appear in the current malrix.

At the end of cach stage the total of the rows and columns for the current matrix. indicated by
GRLTOT, =SUMC, + HiIMMj. where k=1,.......n; is determined and then compared with

previous one. 1 they are equal then the method is terminated i.e. it has reached its optimum and
then they are the clusters which gives the groups. Otherwise it is repeated with same steps as above.
Fig. {1} indicates the flow chart for the algorithm.

The algorithm can start with any form of a machine-componen! matrix since it is an iterative
approach that will converge to the optimal solution in a finite number of iterations,

PRACTICAL APPLICATION

The algorithm then was programmed on a computer using data from a company =0 #s to find the
optimum number of g oups. The application uses {42) machines and (72) components, as shown in
Tabile (1) below,
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Determine
GRIYTOT,

Fig. { 1) continued
Then applying the algorithm produced, the result shown in Table (2).

Table (2Z) The resulted matrix after the application of the algorithm
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EXCEPTIONAL ELEMENTS

T'here were many exceptional clements in the [inal matrix, and then a re-assignment was made to
these elements. This has resulted in determining the group matrix as shown in Table (3). This group
malrix contains three groups, without any exceptionul parts.
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Table {3) Groups alter re-assignment

O0003011002351322453586422351304453524567246603344462 1566667 76011150
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CONCLUSHONS

The method introduced in this study has simplified the calculation for the { 0-1) matnx because of
the use of probability which lead fo the use of small numbers in calculations and therefore less time
necded in th: manupalation of the group matrix.

Alse the introduced methoed is able easily to deal with a large number of components and machine
without having 16 extend memory or splitting of matricies.
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