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A WAVELET NEURAL NETWORK RAMWORK FOR
SPEAKER IDNTIFCATION

Frof. Dr. W. A, Mabmoud Dhizdeen M. Sulib Prol. Saleem M-H.Tuha
College of Engincering - Universily of Baghdad
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ABSTRACT

This paper mitoduces a new model-lree dentification methodulogy to detect and identily sprakers
armt recognize them. The busic module of the methodulopy is 2 novel muli-dimensional wavelet
neurit netwark. The WNN approach include: a universal appeoxienaton; he time - frequeancy
localization; property of wavelets leads 1 redueed networks al 2 given lovel of performancs; The
construct used as the feature mode clussilier, Wavelet ranslorm has been successfilly spplicd to
the processing of non - stalionary speceh signal and e festure veetor that vbluined bocomes the
inpun to the wavelet noural network which is tratned off-line 1o map feanres to used for the
classilicadion procedure. An example is cmployed W iilustrate the mobustmess and cffoctiveness ol
the proposed scheme.
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INTRODIHCTION

Retenlly, some stratcgic issues and approaches [or speaker identification (55} have been addressed
by scveral investipators. ‘The issue iy the pertommance of 51 so that recognition debuys and {alse
identify may be uvoided .The complexity of the S0 1ask Fes it the Gt that given utterance can be
represenicd by an effectively infinite number of lime - frequency patéern . typical classificalion
problend, which generally include tow main modules: feature selection snd classification where the
second part 1e., classificr design have theic mwn disadvantapes due to the complex distribution ol
the featurc wvoetors |lHex 2001 Waveicl newral network (WHN) have recently sltmcted great
interest _hecause their advaniages over radial base function oetwork as thy are universal
appeoximalons but achicve faster convergence, Purltwrmore, WHMNs posscss @ wiique attribuce: Tn
addition to forming an onthogonal basis are alse capable of explicitly eepresenting Tie behavior of a
function i varicus resobutions of input variakles| Gearge 2000].For instence, the task of  patlern
reepgmition is function mappiog whose objeclive is to assign each patlern in a [eature space to 2
specific fabel in 2 cluss space,

Thix paper 15 organized as follosws the next section introduces some basie cuncepts in wavelets and
warvelet noural petworks; we descnbe next the peneral identification and ¢lassification architectures;
focused attention i3 pmid 1o the wavelet newral network: our example is used to iilustre the main
feaures of the  scheme:  the  paper  vcomcludes  preprocess  the  specch signals
{16 bil sampled in 3khz ).then extract teatures vectors with discrete wavelel trunsivem (DWT) w be
rammed ¢ll-line by WNMN with different scleetion crrors to get data base of speakers, then applisd
uoknown speaker veotor to the WNN 10 be clussified and identify the speaker,

DSCRETE WAVELET TRANSFUORM FOR REATURE EXTRACTING

The iscrele Wavelet Transform (W T) is mmone popular in the fizld of signal digital [rocessing.
We 1bus Intreduce a simple fealure exlmction modet based va the result of BWT 16 under 1o
parmetenze the speech sipnal, we should first decompuose the signal in the dyadic foem uying the
Mailat's algorithin [MallaL 1084

The ability ofl2W'I' 1o extract features from the sigoal is dependent on the appropdute chuice of the
mother waszlet lunction [ Burms 1998) Some of w popular families of wuvelol bascs functions
arg Harr, Bavhechies. Coillet, Symlet, Mocler, and Mexican Iat. ‘The propertics of the wavelat
functions and (he characteristics of the sigral heing amalyzed need 1o be matched [Khalaf 2003 .
The peoferlies of wavelet function ane tabulated in Table (1)

‘Table (1 Peoprerties of Wavclet Functions
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The objective of this module is to determine and extract appropriatpleatures for the fault or defect
classification task. An additional objective is to reduce the search space and to speed up the
computation.. In preparation for feature extraction, a windowing operation is applied to the I-D

signals in order to reduce the search space and facilitate the selection of appropriate features
[Khalaf 2003].

WAVELET NEURAL NETWORKS

A neural network is composed of multiple layers of interconnected nodes with an activation
function in each node and weights on the edges or arcs connecting the nodes of the network. The
output of each node is a nonlinear function of all its inputs and the network represents an expansion
of the unknown nonlinear relationship between inputs, x, and outputs, F (or y), into a space spanned
by the functions represented by the activation functionsofthe network's nodes. Learning is viewed
as synthesizing an approximation of a multidimensional function, over a space spanned by the
activation functions Zd(x),1 = 1,2,...,m, i.e.

where Np is the number of wavelet nodes in the hidden layer and WI is the synaptic weight of
WNN. The additional parameter ¢; is introduce to help dealing with nonezero average .since
wavelet If/%is zero mean. A WNN can be regarded as function aproximator ,which estimate an
unknown function mapping [Q. Zhang 1992].This network structure is shown in Fig .(1).
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Fig (1) WNN Structure for approximation The combination of translation ,dilation ,and
wavelet lying on the same line will be called a wave/on in the sequel.

The authors in [ Oubez 1994], and independently, in [Bakshi 1992 ], arrive at very similar
formulations of the wavelet network that are closer to the wavelet expansion than to neural
networks. The wavelet

parameters are neither adapted as in [Q. Zhang 1992] .nor computed from prior Fourier data
analysis as in [ Pati 1993], but are taken incrementally from a predefined space-frequency grid of
orthogonal wavelets.

This approach prescribes learning as a multiresolution, hierarchical procedure, and brings about the
possibility of a type of network growth.
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Win [nitialieation

The initiubization of WNN consists io the evaluation of the param{;wers L), ¥7 .o and i =145 for i
1.2 N To inmialize [J we peed to estimate the mean of the fnction f{x) (from jts available
ohscrvation) and set £] to the estimated mean. FT'S arc simply sel W zere the est of problem is
how lo inibalize ¢ 's and 5 s . The approximation ecror is minimized by adjusting the sativation
function and nerwork parumeters using empirical (cxpenmentaly data. Two bpes of activation
functions ar: vommonly used: global and local. Global activation tunctions are active over a larpe
runge of input values and provide a global approximation fo lhe empirical data. Loeal activalion
functions are getive only in the imanediate vicinity of the given input value| Bakshi 1904,

1 &5 well known that funetions can be represented as a weighted sum of erthogonat basis Funetions.
Such expansions can be casily represented 25 neural nets by having the sulecled basis functions s
wdivation functions in each uode, and the coefficients of (he expansion as the weights on cach
output edge. Severul classical orthoponal fonctivns, such as sinusoids, Walsh [unclions. etc_, hut,
unforunately, most of them are giotal approxinaters and sutfer, therelore, from the disadvantages
af approximation wsing global functions. What is ;nesded is a sel of basis tunctions whhch are loeal
and erhogongl. A special class of functions. known as wavelets, possess pood localization
propertics while they are simple orthunormal bases. Thus, they may be criployed = the alivalion
lunetions of a neural network known as the Wavelel Neord Network (WRK). WNNs possess a
umgue attribute: In addition to forming an orthogonal basis are wlso capuble of explicilly
represeating the behavior of a funclion st various resolutivns of input varlables. The prvoLal
concepl. in the formulation and design of neural networks with wavelets as basis functipns, is the
muhiresolution representation of functions using, wavelels, It provides the essential framework for
the completely localizesd and hicrarchical truining afforded by Wavelet Neura! MNetwurks
[Ceorpe 20040]].

Ex lingarly combining several such wavelyls, aith trulliple-snput/single-oulpul neeri network iz
abtained. Tne basic tramning alporittun is based on sleepest deacent. Rolyljon matices are also
mporporated for versarility ul lhe cxpense oficuining complexity. The mshors in {Mallut 1959
demonstrate the way to have the explicii link between ke actwork coeilicients aond some
appropriate wavele! mnsform.

Wavelets oveur in family of functions cach is detined by dilation of which control the scaling
I'arameter and tfransiation ¢ which contrel the pusilion of a single fnction oamed tie motber
weavelet fi7T), Mapping funetions te a time -frequency phasc space|Cisorge 20007 WHNN can n=llon
promerlies more accurately.

Therc are several approaches for WMM  construction (u brief survey ix provided in
[Q. Zhang 19923} wy pay speeial attention on the medel propoesed by Zhang (). Zhang 1992] du to
tts notable tealure in Jealing with the sparsencss of training dula, Following coosiructing a WiNN
Invelves tow stuges: First, construet a wavelyl lbrary # of diseretely dilated and translated version
ol wavelet mother uoction [ji:

| e e b wah EERE R IR imrani B 1-:

where Xk is lhe sampled input, amk 1. 35 the nwmber of wavelors in W, seconed scleet the best M
wavelet basezl om the training data Rsem waveler lbrary W, in ordex to build ke regression Based
on the previnus discssion we prepose a setwork structive Ciiven an n-clenenl taining set of the
Form:
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Lo iitialize L5 and 5 selevl 2 point g beraeen interval of functivn wand b g <p < .Fr.- The chotce of
this poinl will be detailed later. Then we seal

T r BERL )

Where C =0 is properby sclected consianl (lhe 1ypical value of & is (15 the interval dividel iole 1w
pasts by pr . 0 each sub interval we repeat the same procedurs which will initialize 12, §2and f7 _ 5]
and s on , untik all wavelet will mitialise, \ This procedure applies in this form when 2 number of
wavcions arc wsed which is a power ol 2. then we take the poinl g W0 be the conter of gravity of
{fo B There are several mother wavelets that could be useful in ore projeet The comtinuos wavelel
lranstorm theory in the Model- Gressmann sense provides s with considernbic Nexibility in
desipning our petworks I — fvexp (102 X27 [ Zhang 1992] . shown in fig 2. There is Mexican -
Pt The mother wavelet = { 1- X2 exp (-152 X2), shown in Fig (3.

Ml i e R LT L I 1/ LI TR IR

AT

T'his functivn, show o Fig. (4), consists of lwo cycles of the cosine lunction, windewed by a
wrapezoid that lineurly tupers two thirds of the endpuints o zero[George 2000), these function will
be used 10 draining WHNN,

sl liargog ocaervapt o thoag B
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Waveiet Newral Network Clussifier

lhe MIM] WHNN. depicted schematicatly in Fig. (). is wied as the classifier, Potential dvantages of
the WM as a universal approximoaler and the Hime - frequency localization roperty of waveleis
leads o reduced astworks at a given level of perfoemange su WNNs ofler a ood compromisc
between robust implementations and ellicient functionat representattons; the ultresglution
organization of wavelels provides a heuristic for neural network growth, g
Furthermore, Whhis may be optismzed wilh respect to structure {nm--‘berof nodes) and their
arameters wing o Guenelic Algonthm as the optimization tool. The structure and (he parameters f the
network are determuined iteratively until & perlformance melnc is satisfied. The WS onstroct
suggests a means tg preeallei-process multiple sipnals e a multi-tasking environment, has expediting
considerably processiog limes, Finally, it ofters an easy and wser-Iriendly way to leamn” new signal
pallems, by long s imining data is avaitable.

Thiz algonithm modifies the parameters vector ¢ alicr each measurciment FXE Y7 in the opposile
mection of the gravlieni ol (he {unstonal

Cfluag = "2 Pl -of 1

As i the case [or backprobagation algorithm for newsal nulwork learning [, Zhang 1992 . The
ohjective ynclion {4) is likely te be highly nonvonvex s local minima are expected. To improve
the Uuation carcful inftiadization of the alyvrithm is preformed and apprupriate consimints ar- sct n
the adjusted parameters.
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Wavelet Neural Network Learning Algorithm:

The method ol seting the values of weights (in training phuse) @ an hmperant sungeishes
charactenistics of dilfersnt neural networks, Thers are two commen Iypes ol rmoing alpotons,
supcrvised and unsupervised, sormetimes there i5 a third methed, ie. clf-supervised or rernlorcemenl
training method [[Zhanshou 200,

The lesening is bared a Stochamic pradient tyvpe alporitm Fig, (6} which very imilar to the
backprobagation alporithm lor nepral retwork fiest collect all the parameters go, B9 07df o a weclor
¢ and write fu ¢-p to refer w the petwork delmed by Egd3) whith the parneter vector ¢ The
ubjective unetivm we be mintmized is
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SPEAKER IDENTIFICATION AND CLASSIFICATION METHODILOGY

Fig. (7) depicts the major modules ot the identitication aod classification methudology, Sensor duls
are used first off-line o penerate 1 feature busc. From a teature dibrary, those features ate selected
lhal provide » pood match with the failuee modes wr be dedectid and idemifed, An incominge sensor
signal 15 fed on-fine in real-time (o the fealore exlmetor which attempts to extract a sct of featares.
This feature veclor is provided nexi as #n inpet to the wavelet neural network: the later is
acctanpuraed with an appropriate decision lopic that decided wpsrm the padicular speaker class (il
the featurcs (symptoms) belong to.
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EVALUATION TEST OF THE PROMOSED SPEAKER INDENTIFICATION SYSTEM
In chis seclion e cxpenmental result will be given.

Enmiatulwy
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The Preprocessing
% The speech signals used in this wark are sumpled with a sampling frequency o344, ] ke,
“ The speech sigmal is scemented into 230 samples per segment (lrmes), the overlaphetween
Iramnes 15 128 samplcs per scgment.

Feandure Extraction

% lach [mome of the spoken words is now expanded wsing the Discrete Wavelst Transforo (10W T}
up 10 # levels of decomposition.

% By comnating the power in each segpmem in vach level of the decompesinon, a featume veclons
Yill be obluined that describes the power distribution over the tioe reguencyplane, IThis scale
poweT density along cvery scement describes the power vanuljon ineach scalc.

% The vanancce of the power overall the segmenty urul for euch of the § levels is computed, leading
1 a veetol called (nermalized poswer vector).

These steps will be showm in the Fig (T

The proposed method i fimst studied with chanping the wavelet functions and using itterent

nutibers o wavelones, becaise fiese 1wo pammeter influence directly on {he speaker recognition

accuraey. The Paubeehics wavelet of order 2 D4) i3 chuosen o Lhe processing phases and, The

ThRubechies  wavelets  have some  characieristics  that are wseful for  speaker  meognition
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[Khatat 2003]. Table (2) and (3) shows the poreentage of comest classification for wal -
inudependent and texr - dependend. Toyporive]y.
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CONCLUSIONS

A model-free approach to the problem ol speaker identification conditions hasht-enpresented, The
malti-dimensional WKN 35 an effecve and ofTicient ool tor classification. The computational 1o
the feature extraction sicp where appropriate leatuves est he compoted from signal data thal
cumprise gventiplly the input veotor to the notwork, The WNN approech offers additional
sdvaniages in ferms ol dearmug aod optimization functions that may be carrled out offlnw or on-
line. IUlihermore, the nearal not topology supgesls means lor purallel provessici - usefal in high
Boqucney processes becaose of fast learning time. These shows promise as an offeciowe model [or
the analysis of process dula Tor maay indusieeal and other enginceted systoms.
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