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ABSTRACT 

     This paper describes the application of consensus optimization for Wireless Sensor Network 

(WSN) system. Consensus algorithm is usually conducted within a certain number of iterations 

for a given graph topology. Nevertheless, the best Number of Iterations (NOI) to reach 

consensus is varied in accordance with any change in number of nodes or other parameters of 

graph topology. As a result, a time consuming trial and error procedure will necessary be applied 

to obtain best NOI. The implementation of an intelligent optimization can effectively help to get 

the optimal NOI. The performance of the consensus algorithm has considerably been improved 

by the inclusion of Particle Swarm Optimization (PSO). As a case study, variable number of 

nodes in a network with a random graph topology has been considered. Simulation results show 

that significant reduction in the NOI and power consumption has been achieved, where it 

decreased the NOI about 40 iteration; when using PSO for different number of nodes in the 

specified network. 

Key words: consensus algorithm (CA), wireless sensor network (WSN), graph topology, particle 

swarm optimization (PSO). 
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 الخلاصة

اٌحىافذك عذادة ٌعذذد ِحذذد ِذذٓ  ةخىاسصِيذ ي. وججذشةالاسح ذعاس اٌسسذٍىي ةحذ  صفذت جط يذك جحسذيٓ اٌحىافذك ٌ ذ ىهذزا اٌ       

اٌعمذذ او اٌّعذاِست  اٌشسُ اٌ يأي. وِع رٌه, فاْ افضً عذد جىشاسات ٌٍحىصً ٌحىافك صخحٍت ط ما ٌٍحغييش بعذذد ةٌ ٕياٌخطىات 
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1. INTRODUCTION 

 

    The sensor network system plays an important role in many military and civilian areas, 

including area monitoring, health care monitoring, environmental/earth sensing, forest fire 

detection, and so forth. The main task of sensor network is to measure some environmental 

parameters such as temperature, moisture degree, pressure, and so on. Network elements (i.e. 

nodes) measure such parameter independently and the final value is usually obtained in a 

centralized or decentralized network. In these cases it is often preferred to use the Wireless 

Sensor (WS) for the forfeit of hardware infrastructures connecting. WS is often containing a 

transducer, a processing unit, a wireless radio transceiver and a power supply. WS measures 

certain aspects of the environment. The data is then processed in processing unit and setd to a 

centralized network; or in a decentralized network, Akyildiz, et al., 2002. 

    The most prominent challenge to design a Wireless Sensor Network (WSN) is how to extend 

the life of the wireless sensor through the preservation of energy expended, Bhardwaj, et al., 

2001. Wireless Sensor (WS) has small-sized batteries which are costly. An agreement is required 

on the sensing parameters in a sensory network agreement algorithm and protocol between 

nodes. An agreement algorithm must be as uncomplicated as possible and lead the nodes to agree 

as fast as possible, Scutari, et al., 2008. 

     Distributed consensus algorithm can be used to reach agreement in WSN where it computes 

the average of an initial set of measurements.  The calculation of the average value is done 

through local information exchange among neighbors. The speed of consensus algorithm to 

reach the average depends on the states of each sensor. This is important role for energetic 

reasons to have a smaller number of transmissions among the sensors. Accordingly, the 

convergence time, that leads to lower energetic cost for each sensor should be reduced, 

Giridhar, and Kumar, 2005. 

     Early research on consensus algorithm focuses on fixed topologies, Scherber, and 

Papadopoulos, 2004, where the communication links and the nodes in network are assumed 

constant throughout time. Study of the consensus algorithm with random network had been 

presented in, Xiao, and Boyd, 2006. The authors proposed pair wise gossip defined as that 

"every two neighbored nodes can be updating their states at each iteration and so on then all 

nodes reaches to the consensus value". This approach acts slowly since it requires storing all data 

after each iteration. Additionally, large memory is needed. 

     Xiao, and Boyd, 2004, Boyd, et al., 2004, proposed another approach to change the weight of 

each edge between sensors that it's required to apply the consensus algorithm. The aim is to find 

optimal weights to decrease the convergence time. The algorithm had been treated as linear 

iteration. For large sensor networks, the application of this approach may be unfeasible, since a 

new topology has to be acquired after each change in the communication between sensors under 

given computational constraints. 

     For large scale graph a “random rewiring” method is proposed by Olfati, and Shamma, 

2005, in order to increase the convergence speed in consensus algorithm. However, physically in 

some applications changing the topology may be difficult.  

     Another area of recent studies are related to lifetime of sensors; Sun, et al., 2011, suggests 

changing the weights of graph dependent on Euclidian area by using special algorithm called 

Weighted Dynamic Topology Control (WDTC) algorithm. This algorithm is more complex and 

does not regard to the performance of network. 

    Moreover, Junghun Ryu, et al., 2013 used Borel Cayley graphs to minimize the distance 

between WS in network that’s will lead increase the number of edge between nodes. While in 

Jianping, et al., 2003, the authors depended on the base station of nodes to increase the lifetime 
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of wireless sensor by using optimal base station location based on computational geometry. 

Unfortunately, this arrangement had been used in the case of a fixed network in specified area. 

     In one hand, PSO algorithm is utilized in different optimization problems. On the other hand, 

it shows superiority at handling optimization problems with network design spaces Junghun 

Ryu, et al., 2013.  

     The PSO allows for the efficient optimization of complex design spaces and can reach an 

acceptable optimum solution even when noise and discontinuities exist within the design space. 

Because of these characteristics, PSO algorithms can be integrated into the optimization 

framework. The principal idea behind the current effort is to propose a fast, reliable and robust 

optimization framework that can search for optimal parameters of consensus algorithm for 

different number of nodes, Hyunseok, et al., 2013. 

      In this paper, strategies of graph theory are applied to model random WSN. Furthermore, the 

consensus algorithm is implemented to reduce the power consumption. The convergence speed 

of CA is analyzed and optimized through utilizing powerful optimization method. As a result it 

increases the capability of the WSN system to speed up the reaching of the goal. Therefore, it 

reduces the overall energy consumption of a WSN. Therefore, in this paper convergence time 

should be reduced to eliminate the energy losses. Moreover, fixed topologies in previous work 

should be considered and perform the algorithm for random networks. 

     This paper is organized as follows: Section II presents the problem formulation, Section III 

shows the Consensus in WSN while in section IV the integration between PSO with the 

consensus algorithm was presented and finally, some conclusions are drawn in Section V. 

2. THEORITICAL BACKGROUND 

In this section, some basic definitions and notation used in this paper will be presented. 

 

A. The difference between centralized and decentralized 

     In centralized network sensory, sensors must send their measurement to complex model 

called fusion center (FC). FC takes the measurement of WSN and makes the final decision. In 

this type of network it is required an organized set of nodes under medium access control (MAC) 

and routing protocols require sending the data to the FC, when a sensor fails in network or added 

to network the re-organization of the MAC and routing protocols is necessary, Giridhar, and 

Kumar, 2006. 

    In decentralized WSN the data process without sending it to the FC and reach decisions 

locally each sensor can be considering as FC, sensors can organize them and communicated 

locally. In decentralized networks most requirement of a WSN can be satisfied and can provide 

reliable results, Rabbat, and Nowak, 2004. 

 

B. Spectral Graph Theory 

In this section, the properties and some definitions that need of spectral graph theory will be 

reviewed.  

Assume a network with N nodes called vertices and communication lines between them called 

edges, the graph topology can be represent as G{V,E} in which the vertices V=(1,…,N) and the 

edges E ⊆ V×V, Silvana, 2012. 

There are two types that define the flow state between nodes; directed graph if the direction 

given otherwise undirected graph when there is no direction between nodes.   
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Definition 1: 

The adjacency matrix A of G represents the communication between each node with its 

neighbors 

    {
             

                   
      (1) 

 

    Represent the entries of adjacency matrix. 

    Represent edge between node i and j 

 

Definition 2: 

The in-degree term of G represent the number of incoming states to the nodes from its neighbors 

 

  
   ∑    

 
          (2) 

Definition 3: 

The out-degree term of G represent the number of outgoing states to the nodes 

 

  
    ∑    

 
         (3) 

Definition 4: 

The degree matrix is the matrix which its entries are equivalent to the row totals of the adjacency 

matrix 

 

    {
  

           

                   
       (4) 

Definition 5: 

The Laplacian matrix L is equivalent to the difference between D matrix and A matrix 

 

                                                                                            (5) 

 

C. Graph theory topologies 

    There are different models of graphs in graph theory. The most usual topologies in graphs can 

be seen in Fig. 1 

A Ring network: in this network each node has only two neighbors called a 2-regular graph in 

which the spatial distribution looks like a circle. 

A lattice network: in this network the external node has two neighbors while the internal node 

has four neighbors in which the spatial distribution looks like a 2D grid. 

A small-world network: in this model most of the nodes are not neighbors of other nodes. The 

nodes connect with each other by established random connection between vertices of nodes, 

Alan, and Desmond, 2009. 

A scale-free network: according to a power law the number of nodes in this model is 

distributed. This model is very useful for use in internet. A number of nodes in this network can 

be in the millions, Guido, 2007. 

A random geometric network: contains a set of nodes that’s distributed randomly in 2D area. In 

this model each node is connected with each other if the distance of Euclidean is less than a set 

of radius, Penrose, 2003. This network is used in this paper. Each node is placed in uniformly at 

random in the unit area, as shown in Fig. 2. Each node has (x, y) coordinates for some stated 

radius,    nodes (i, j) are connected if and only if the following equation is specified, Alan, and 

Desmond, 2009: 
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(     )
 
 (     )

 
         (6) 

D. Consensus Algorithm 

A Consensus Algorithm is an iterative scheme where its purpose is that each node in wireless 

sensor network should reach to the same value such as the average from the initial values, 

Kenyeres, et al., 2015. 

In consensus algorithm no need to pass the information to the central point, the information 

of each node are exchanged on a local basis by the nodes with each repetition, so that the value 

interested should reach in asymptotically way, for example, let’s have a network with N-nodes 

and each node has a scalar value represented by   , that defined the state of each node i. The 

state of  measurement sets which are update repeatedly depended on the information that’s got 

from its neighbors. Node i and j achieve consensus if      , Xiao, and Boyd, 2004. 

The common function to calculate the average of initial measurement is: 

 

     ∑       
         (7) 

 

    All nodes have a local variable       at time 0. This equation will be the goal of each node in 

network however each node should calculate its neighbor's state and update its state variable 

according to consensus algorithm, where the state of the graph model is given in this paper. 

 

             ∑ (           )    
    (8) 

 

    This equation is discrete consensus algorithm, Kenyeres, et al., 2011. It updates the state of 

node dependent on the collect neighbor's state, the nodes must agree on the same parameter of 

   
   

 
  where   is number of degree out in the network dependent on the graph theory 

connection and     is so-called mixing parameter, Fagnani, and Zampieri, 2008. 

3. DESIGN OF NETWORKING SCENARIO 

    The network scenario design and simulation prototype is presented while the results obtained 

are discussed as well in this section. 

    Consider that there are N wireless sensors placed in a unit area randomly, each node exchange 

the consensus information with set of neighbors and by using undirected graph can provide 

scalability networking scenario within area denoted by radius    as will be explained later. 

   A static network of  WSN modeled by unidirectional graph theory G (V, E) is considered, 

while the degree in and the degree out of the node are equal which is known as balanced 

undirected graph. 

    Each sensor in network has initially local state     ℝ where   the number of nodes. In this 

paper a state is chosen randomly as shown in Fig. 3. The initial states for 20 nodes were chosen 

randomly by function rand in MATLAB. 

    Through using average  consensus algorithm that’s run in discrete time Eq.(8), the nodes will 

collect their neighbor's states and update their state depending on the neighbors states to reach to 

the consensus value. Each round of the operation states update is called iteration. The more 

reduction of required iterations to reach the goal the maintaining of energy for WSNs will be 

greater. 
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4. SIMULATION RESULTS 

 The implementations of the consensus network will be discussed in the following subsections: 

A. Average Consensus Performance  

    Discrete consensus program has been developed using MATLAB. As an example, if there are 

20 nodes, each node of network runs in discrete consensus algorithm receiving inputs from their 

neighbors and update its state at each round until reach to the consensus state. Applying 

consensus algorithm and their effects on the states of nodes and how each state reach to the 

consensus value is shown in Fig. 4. Fig. 5 shows the states after applying the consensus 

algorithm and each state equals to the consensus value.   

    According to discrete consensus algorithm each node reaches to the consensus value after 

large number of iterations which require more power for wireless sensor to consensus with each 

other. 

   The number of iterations or the convergence time is affected by parameter   in Eq (8). It's 

usually selected as a constant according to    
   

 
 , Olfati-Saber, et al., 2007.  

In this paper    is assumed to be:  

   
 

 
       (9) 

    Where   is selected as a variable real number between 0 and 1 such that it affects the 

convergence time. For example, when       it will require more than 50 iterations to reach to 

the consensus value, as can be seen in Fig. 4. Accordingly more energy will be spent for each 

WSN.  

    Through assuming a constant number of nodes (i.e. 20 nodes), Fig. 6 shows the inverse 

relationship between the number of iterations and   where increasing   results in decreasing the 

number of iterations required in order to reach a consensus value. It's clear that when      , it 

will need  only 2 iterations to reach the consensus value, as shown in Fig. 7. 

Meanwhile increasing the number of nodes will require a different value of  . 

If there are 100 nodes with different initial states. For       it needs more than 75 iterations to 

reach all nodes to the consensus value as shown in Fig. 8. 

B. Integration of PSO method with the consensus algorithm 

     As seen in the results of previous section, when using different number of nodes the value of 

  should be changed to reach the goal with least number of iterations. That's will need to change 

the whole topology of the network which is difficult and time consuming since it needs to define 

new set of number of nodes and select new suitable value for   in order to affect the 

convergence time, Silvana, 2012.  

    The need to a technique that automatically makes changes in the value of   without changing 

the whole topology of network is very important. By applying a suitable optimization method the 

value of   is initialized randomly and then changed automatically and proportionally to the 

number of WSNs in networks. The optimization method takes into account the number of nodes 

in network and search for an optimal value of   which affect the convergence time in order to 

reach the required consensus value for all WSNs. 

    PSO is a newly invented high-performance optimizer that achieves several highly desirable 

features, together with the fact that the basic algorithm is very easy to understand and implement. 
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It has been applied to a diverse number of applications including neural network training and 

nonlinear systems. PSO is like GAs and other evolutionary algorithms, but it requires less 

computational memory and fewer lines of code. The PSO conducts its optimization search using 

a population of particles which correspond to individuals in GAs, where each particle has a 

specific velocity vector and a position vector to represent a possible solution Ahmed, et al., 

2011.  

    Particle swarm optimization (PSO) is characterized by simplicity, efficiency and effectiveness. 

PSO is heuristic global optimization method and all particles in the swarm are used in a global 

fitness function, so that the speed of mutation calculation is so fast. PSO is robust to achieve the 

solution in data aggregation problems, Olfati, et al., 2007. 

    There are three choices for particle in evaluation; the first choice is to insist on itself as 

optimum solution, the second choice is to move toward the optimum solution itself while each 

particle remembers its own personal best position that it has found which is called local best, the 

third choice is to move to the best solution which the population is met. Each particle knows the 

best position found by other particle in the swarm, which is called global best. The PSO make 

compromises among these three choices. The PSO update its velocity for each particle through 

using the local best position (Lbest) and the global best position (Gbest) by, Syed, and Sumitha, 

2014, Lin, and Hong, 2007. 

                      (            )        (            ) (10) 

Where: 

                     

                               
                       

                    

                           
                                               

Each particle changes its position dependent on the velocity update according to the following 

equation, Lin, and Hong, 2007: 

                                    

     In this paper PSO is utilized to choose optimal value of parameter   to be suitable for all 

numbers of nodes in WSN. For example, given a predefined network of 20 and 100 nodes 

modeled by random undirected graph, given the PSO parameters, as shown in Table 1, through 

many experiments on the implementation of PSO algorithm to improve the consensus 

performance. The value of Table 1 had been selected, three scenarios have been used for the 

performance evaluation, each scenario has different number of nodes 20, 100 and 150, as shown 

in Table 2 where the performances of the WSNs before and after inclusion of PSO are presented. 

       Fig. 9 shows the complete algorithm for the integrated consensus algorithm with the PSO 

technique.  Moreover, a comparison between the proposed work and previous works shows the 

superiority of the proposed work in saving the energy of the nodes in the network through 

reducing the required number of iterations as shown in Table 3.  

 



Journal of Engineering Volume   23   September  2017 Number 9 
 

 

64 
 

5. CONCLUSIONS 

     This paper presents the implementation of PSO algorithm to enhance the performance of 

consensus wireless sensors controlled system. First, graph theory was used to model a random 

wireless network system. Then, consensus algorithm had been adopted to reach certain value. 

The required number of iterations to reach consensus had been minimized using PSO algorithm. 

Different number of nodes had been tested to build different graphs. Simulation experiments had 

been conducted . Simulation experiments were conducted using MATLAB environment. 

Saving of energy consumption for WSNs has been realized by 67% improvement compared to 

stand alone consensus algorithm and finally the results shows a significant reduction in the 

required number of iterations to reach consensus value. 
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Table 1. Parameters for PSO. 

Parameters Value 

Fitness function 

Swarm size 

Correction factor 

Maximum iterations 

Initial particle position  

Best position so far 

Initial velocity 

Inertia 

 =  / (n-1) 

Limits of   [0,1] 

0.01 

10 

Input data 

1000 

0 

1.0 

 

Table 2. The performances of consensus algorithm before and after applying PSO algorithm for 

three different values of nodes: 20,100 and 150. 

No. of 

Nodes 

 

Before applying the PSO 
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Table 3. A comparison between the proposed work and previous work. 

References Network topology Number of Nodes Number of iterations 

Proposed work random 150 3 

(Scherber & 

Papadopoulos, 2004) 
random 200 130 

(Chen, Tron, Terzis, 

& Vidal, 2010) 
random 10 24 

(Chen, Tron, Terzis, 

& Vidal, 2011) 
fixed 10 62 

(Rajagopal & 

Wainwright, 2011) 
fixed 150 10 

(J. Kenyeres & 

Kenyeres, 2011) 
random 10 2 

(M. Kenyeres, 

Kenyeres, & Skorpil, 

2015) 

fixed 24 14 

 

 
Figure 1. Different graph theory topologies, Silvana, 2012. 

 

Figure 2. A random geometric graph theory topology with 100 nodes and radius 0.2. 
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Figure 3. Random initial states for 20 nodes. 

 

 

 

Figure 4. Twenty nodes reach the average consensus value. 
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Figure 5. States of nodes after applying discrete consensus algorithm. 

 

Figure 6. The relation between   and number of iteration. 
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Figure 7. Reach the initial states of 20 nodes to the average consensus value with      . 

 

 

 

Figure 8. Reach the initial states of 100 nodes to the average consensus value with      . 
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Figure 9. Flowchart for the integrated consensus algorithm with PSO technique. 


